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Overview
Prototype이란

Prototype이란어떤클래스, 클러스터와같은집단을대표하는“전형적인예시를나타내는벡터”를의미

Embedding Space



과제 진행 목표

How To Exploit Hyperspherical Embeddings for Out-of-

Distribution Detection

(2023, ICLR)
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Embedding Space
trained by Cross-Entropy

Embedding Space
trained by SupCon
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Paper 1
How To Exploit Hyperspherical Embeddings for Out-of-Distribution Detection (2023, ICLR)

Contrastive learning은metric learning중하나로데이터간상대적인유사도를학습해서데이터들을구분하기쉽게해주

는hyperspherical embedding space를학습하는방법

Anchor를기준으로positive samples는가깝도록, negative samples는멀도록학습

projector

Hyperspherical Embedding Space

Encoder

embedding 
vector

L2-norm

Inputs
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L2-norm
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𝒛𝒑𝟏
(𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆 𝒔𝒂𝒎𝒑𝒍𝒆)

𝒛𝒑𝟐
(𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆 𝒔𝒂𝒎𝒑𝒍𝒆)

𝒛𝒊(𝒂𝒏𝒄𝒉𝒐𝒓)

𝐿𝑐𝑡𝑟 𝑥𝑖 = −
1

|𝑃(𝑖)|
෍

𝑝∈𝑃(𝑖)

𝑙𝑜𝑔
exp(𝑧𝑖 ∙ 𝑧𝑝/𝜏)

σ𝑎∈𝐴(𝑖) exp(𝑧𝑖 ∙ 𝑧𝑎/𝜏)

𝑥𝑖 = 𝑎𝑛𝑐ℎ𝑜𝑟(기준이 되는 샘플)

𝑧𝑖 = 𝑒𝑚𝑏𝑒𝑑𝑖𝑑𝑛𝑔 𝑣𝑒𝑐𝑡𝑜𝑟 𝑜𝑓 𝑥𝑖

𝑃 𝑖 = 𝑥𝑖의 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑠𝑎𝑚𝑝𝑙𝑒집합

𝐴 𝑖 = 𝑥𝑖를제외한모든 𝑠𝑎𝑚𝑝𝑙𝑒집합

𝜏 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 
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Hyperspherical Embedding Space

𝒂𝒏𝒄𝒉𝒐𝒓

𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆

𝒏𝒆𝒈𝒂𝒕𝒊𝒗𝒆

𝒔𝒑 = 𝒛𝒊 ∙ 𝒛𝒑

𝒔𝒏 = 𝒛𝒊 ∙ 𝒛𝒏
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Contrastive learning은metric learning중하나로데이터간상대적인유사도를학습해서데이터들을구분하기쉽게해주

는hyperspherical embedding space를학습하는방법

SupCon loss는같은클래스샘플끼리잘뭉치게할수는있지만, 클래스군집간거리에대한규제가없음

High intra-class compact ness
But, low inter-class distance

Easy OOD

Hard OOD
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Prototype을활용해서클래스내부 compactness와함께클래스군집간거리를높일수있는 compactness and dispersion 

regularized learning (CIDER) 프레임워크를제안

이를통해서, easy OOD 뿐만아니라hard OOD도잘구분할수있는 embedding space를구축

High intra-class compactness
And, high inter-class distance

High intra-class compactness
But, low inter-class distance

Easy OOD

Hard OOD

CIDER

Hard OOD

Easy OOD
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𝑝𝑑𝑓 𝑜𝑓 𝑣𝑀𝐹 = 𝑝 𝑧; 𝜇𝑐 , κ = 𝑍 κ exp(κ𝜇𝑐
𝑇𝑧)

Hypersphericalembedding space 상에서클래스별샘플들이중심벡터를기준으로형성되어있다고가정

이를수학적으로모델링하기위해서von-Mises-Fisher (vMF) 분포를가정하고, 중심벡터를추정해prototype으로활용

𝑧 = 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔 𝑣𝑒𝑐𝑡𝑜𝑟

𝜇𝑐 = 𝑚𝑒𝑎𝑛 𝑣𝑒𝑐𝑡𝑜𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠 𝑐

κ = 1/𝜏 = 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟

𝑍 κ = 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

= 𝑍 κ exp(𝜇𝑐
𝑇𝑧/𝜏)



20

Paper 1
How To Exploit Hyperspherical Embeddings for Out-of-Distribution Detection (2023, ICLR)

각 class prototype과embedding vector 간유사도를기반으로예측확률분포를생성

ℙ 𝑦 = 𝑐|𝑧; κ, 𝜇𝑗 𝑗=1

𝐶
=

𝑍 κ exp 𝜇𝑐
𝑇𝑧/𝜏

σ𝑗=1
𝐶 𝑍 κ exp(𝜇𝑗

𝑇𝑧/𝜏)
=

exp 𝜇𝑐
𝑇𝑧/𝜏

σ𝑗=1
𝐶 exp(𝜇𝑗

𝑇𝑧/𝜏)

projector

embedding 
vector

Labeled Data

𝜃 𝜃

𝜇1
𝑇𝑧

𝜇2
𝑇𝑧

𝜇3
𝑇𝑧
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Prototype이주어진상태에서maximum likelihood estimation (MLE)을활용하여최적의모델파라미터를학습할수있음

𝐿𝑐𝑜𝑚𝑝 = 𝑚𝑖𝑛𝑁𝐿𝐿 = 𝐶𝐸 𝑦, ො𝑦 = −
1

𝑁
෍

𝑖=1

𝑁

log
exp(𝜇𝑐 𝑖

𝑇 𝑧𝑖/𝜏)

σ𝑗=1
𝐶 exp(𝜇𝑗

𝑇𝑧𝑖/𝜏)

projector

embedding 
vector

Labeled Data

𝜃 𝜃

𝑎𝑟𝑔𝑚𝑎𝑥𝜃ෑ

𝑖=1

𝑁

𝑝(𝑦𝑖|𝑧𝑖; κ, 𝜇𝑗 𝑗=1

𝐶
)
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Prototype 추정과모델업데이트를점진적으로하기위해서는Expectation-Maximization (EM) 알고리즘을활용해야함

하지만, 매 iteration마다모든데이터의평균을구하는것은연산량이너무많아현실적으로적용이불가능함

Find prototypes that maximize likelihood
(M-step)

Update model & estimate all 
embedding vectors (E-step)

EM Algorithm

Final embedding space
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EM algorithm을온라인으로근사하기위해서Exponential Moving Average (EMA)를활용

𝜇𝑛𝑒𝑤 = 𝛼𝜇𝑜𝑙𝑑 + 1 − 𝛼 𝜇𝑏𝑎𝑡𝑐ℎ

Find prototypes with EMA
(M-step)

Update model & estimate embedding 
vectors in Batch (E-step)

Final embedding space

Online EM
Approximation
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Compactness loss만을활용한다면SupCon loss와마찬가지로compact하지만클래스군집간거리를고려하지못함

o𝑛𝑙𝑦 𝐿𝑐𝑜𝑚𝑝

High intra-class compactness
But, low inter-class distance

Find prototypes with EMA
(M-step)

Update model & estimate embedding 
vectors in Batch (E-step)

Online EM
Approximation
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추가적으로prototype 간의각도 (거리)를커지게하는dispersion loss를도입하여이문제를해결함

𝐿𝑐𝑜𝑚𝑝

Repel different prototypes 

𝐿𝑑𝑖𝑠 =
1

𝐶
෍

𝑖=1

𝐶

log
1

𝐶 − 1
෍

𝑗=1

𝐶

1 𝑗 ≠ 𝑖 𝑒𝜇𝑖
𝑇𝜇𝑗/𝜏

Find prototypes with EMA
(M-step)

Update model & estimate embedding 
vectors in Batch (E-step)

Online EM
Approximation
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추가적으로prototype 간의각도 (거리)를커지게하는dispersion loss를도입하여이문제를해결함

𝐿𝐶𝐼𝐷𝐸𝑅 = 𝐿𝑑𝑖𝑠 + 𝜆𝑐𝐿𝑐𝑜𝑚𝑝

High intra-class compactness
And, high inter-class dispersion



27

Paper 1
How To Exploit Hyperspherical Embeddings for Out-of-Distribution Detection (2023, ICLR)

인퍼런스단계에서는k번째이웃과의거리 (KNN+ 방법론)를OOD score로활용함

Sun, Y., Ming, Y., Zhu, X., & Li, Y. (2022, June). Out-of-distribution detection with deep nearest neighbors. 

In International conference on machine learning (pp. 20827-20840). PMLR.

embedding 
vector

Test samples

Trained Model

Example of K=1

𝒔= 𝒛−𝒛 𝟏
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CIDER는한클래스를하나의prototype으로모델링하여클래스내의다양성 (intra-class diversity)를무시함

이를해결하기위해저자들은PrototypicAlLearning with a Mixture of prototypes (PALM) 방법론을제안

각클래스마다 single vMF분포로모델링하는것이아닌Mixture of vMF로모델링하여더정교한embedding space 학습

CIDER PALM

vs

Single vMF

Single vMF

Mixture of vMF

Mixture of vMF
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Single Gaussian distribution

vs

Mixture of Gaussian distributions

𝑝 𝑥 = 𝑁(𝑥; 𝜇, Σ)
𝑝 𝑥 = ෍

𝑘=1

𝐾

𝑤𝑘 𝑁(𝑥; 𝜇𝑘, Σ𝑘)

, 𝑤ℎ𝑒𝑟𝑒 ≤ 𝑤𝑘 ≤ 1 𝑎𝑛𝑑 ෍

𝑘=1

𝐾

𝑤𝑘 = 1
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Single vMF distribution

vs

Mixture of vMF distributions

𝑝 𝑧; 𝑤𝑐 , 𝑀𝑐 , κ = ෍

𝑘=1

𝐾

𝑤𝑐,𝑘 𝑍 κ exp(𝜇𝑐,𝑘
𝑇 𝑧/𝜏)

, 𝑤ℎ𝑒𝑟𝑒 ≤ 𝑤𝑐,𝑘 ≤ 1 𝑎𝑛𝑑 ෍
𝑘=1

𝐾

𝑤𝑐,𝑘 = 1

𝑝 𝑧; 𝜇𝑐 , κ = 𝑍 κ exp(𝜇𝑐
𝑇𝑧/𝜏)

𝑀𝑐 = 𝜇𝑐,𝑘 𝑘=1

𝐾
= 𝐶𝑙𝑎𝑠𝑠 𝑐에 대한 K개의 prototype

𝜇𝑐

𝜇𝑐,1 𝜇𝑐,2

𝜇𝑐,3
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Single vMF distribution

vs

Mixture of vMF distributions

𝑝 𝑧; 𝑤𝑐 , 𝑀𝑐 , κ = ෍

𝑘=1

𝐾

𝑤𝑐,𝑘 𝑍 κ exp(𝜇𝑐,𝑘
𝑇 𝑧/𝜏)

, 𝑤ℎ𝑒𝑟𝑒 ≤ 𝑤𝑐,𝑘 ≤ 1 𝑎𝑛𝑑 ෍
𝑘=1

𝐾

𝑤𝑐,𝑘 = 1

𝑝 𝑧; 𝜇𝑐 , κ = 𝑍 κ exp(𝜇𝑐
𝑇𝑧/𝜏)

𝑀𝑐 = 𝜇𝑐,𝑘 𝑘=1

𝐾
= 𝐶𝑙𝑎𝑠𝑠 𝑐에 대한 K개의 prototype

𝜇𝑐

𝜇𝑐,1 𝜇𝑐,2

𝜇𝑐,3
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클래스 c에속하는어떤샘플의 embedding vector z와각prototype이주어졌을때,할당계수w를어떻게부여할것인가?

Embedding space 상에서가까운prototype에높은계수를부여해야함

𝝁𝒄,𝟏
𝝁𝒄,𝟐

𝝁𝒄,𝟑

𝒛𝒊

𝑤𝑖,𝑐,1 = 1

𝑤𝑖,𝑐,3 = 0

𝑤𝑖,𝑐,1 = 0



37

Paper 2
Learning with Mixture of Prototypes for Out-of-Distribution Detection (2024, ICLR)

클래스 c에속하는어떤샘플의 embedding vector z와각prototype이주어졌을때,할당계수w를어떻게부여할것인가?

Embedding space 상에서가까운prototype에높은계수를부여해야함

𝝁𝒄,𝟏
𝝁𝒄,𝟐

𝝁𝒄,𝟑

Prototype  collapse
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클래스 c에속하는어떤샘플의 embedding vector z와각prototype이주어졌을때,할당계수w를어떻게부여할것인가?

Embedding space 상에서가까운prototype에높은계수를부여

SwAV(Caron et al., 2020)에서제안한Soft assignment를통해prototype collapse를방지

𝑀𝑐 = [𝜇𝑐,1, 𝜇𝑐,2, 𝜇𝑐,3] ∈ ℝ𝐷×𝐾

𝑍𝑐 = [𝑧1, … , 𝑧𝑖 , … , 𝑧𝐵𝑐] ∈ ℝ𝐷×𝐵𝑐

𝑊𝑐 = [𝑤1
𝑐 , … , 𝑤𝑖

𝑐 , … , 𝑤𝐵𝑐
𝑐 ] ∈ ℝ𝐾×𝐵𝑐

𝝁𝒄,𝟏
𝝁𝒄,𝟐

𝝁𝒄,𝟑

𝒛𝒊

𝑤𝑖,𝑐,1 = 0.6

𝑤𝑖,𝑐,3 = 0.3

𝑤𝑖,𝑐,1 = 0.1

Caron, M., Misra, I., Mairal, J., Goyal, P., Bojanowski, P., & Joulin, A. (2020). Unsupervised learning of visual features 

by contrasting cluster assignments. Advances in neural information processing systems, 33, 9912-9924.

max
𝑊𝑐

𝑇𝑟 𝑊𝑐
𝑇𝑀𝑐

𝑇𝑍𝑐 + 𝜖𝑅(𝑊𝑐)

𝑅(∙) = 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛
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클래스 c에속하는어떤샘플의 embedding vector z와각prototype이주어졌을때,할당계수w를어떻게부여할것인가?

Embedding space 상에서가까운prototype에높은계수를부여

SwAV(Caron et al., 2020)에서제안한Soft assignment를통해prototype collapse를방지

𝑇𝑒𝑟𝑚 1 = 𝑇𝑟 𝑤𝑇𝑀𝑐
𝑇𝑧

= 𝑇𝑟 𝑤𝑐,1 𝑤𝑐,2 𝑤𝑐,3

𝜇𝑐,1
𝑇 𝑧

𝜇𝑐,2
𝑇 𝑧

𝜇𝑐,3
𝑇 𝑧

= 𝑤𝑐,1 ∙ 𝑠1 +𝑤𝑐,2 ∙ 𝑠2 +𝑤𝑐,3 ∙ 𝑠3

𝝁𝒄,𝟏
𝝁𝒄,𝟐

𝝁𝒄,𝟑

𝒛

𝑤𝑐,1 = 1

𝑤𝑐,3 = 0

𝑤𝑐,1 = 0

Caron, M., Misra, I., Mairal, J., Goyal, P., Bojanowski, P., & Joulin, A. (2020). Unsupervised learning of visual features 

by contrasting cluster assignments. Advances in neural information processing systems, 33, 9912-9924.

max
𝑊𝑐

𝑇𝑟 𝑊𝑐
𝑇𝑀𝑐

𝑇𝑍𝑐 + 𝜖𝑅(𝑊𝑐)

𝑠. 𝑡. , 𝑤𝑐,1 +𝑤𝑐,2 +𝑤𝑐,3 = 1
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클래스 c에속하는어떤샘플의 embedding vector z와각prototype이주어졌을때,할당계수w를어떻게부여할것인가?

Embedding space 상에서가까운prototype에높은계수를부여

SwAV(Caron et al., 2020)에서제안한Soft assignment를통해prototype collapse를방지

𝑇𝑒𝑟𝑚 2 = 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 𝑜𝑓 𝑤𝑐,1 𝑤𝑐,2 𝑤𝑐,3
𝝁𝒄,𝟏

𝝁𝒄,𝟐

𝝁𝒄,𝟑

𝒛

𝑤𝑐,1 = 0.333

𝑤𝑐,3 = 0.333

𝑤𝑐,1 = 0.333

Caron, M., Misra, I., Mairal, J., Goyal, P., Bojanowski, P., & Joulin, A. (2020). Unsupervised learning of visual features 

by contrasting cluster assignments. Advances in neural information processing systems, 33, 9912-9924.

max
𝑊𝑐

𝑇𝑟 𝑊𝑐
𝑇𝑀𝑐

𝑇𝑍𝑐 + 𝜖𝑅(𝑊𝑐)

𝑠. 𝑡. , 𝑤𝑐,1 +𝑤𝑐,2 + 𝑤𝑐,3 = 1
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클래스 c에속하는어떤샘플의 embedding vector z와각prototype이주어졌을때,할당계수w를어떻게부여할것인가?

Embedding space 상에서가까운prototype에높은계수를부여

SwAV(Caron et al., 2020)에서제안한Soft assignment를통해prototype collapse를방지

𝝁𝒄,𝟏
𝝁𝒄,𝟐

𝝁𝒄,𝟑

𝒛

𝑤𝑐,1

𝑤𝑐,3

𝑤𝑐,1

Caron, M., Misra, I., Mairal, J., Goyal, P., Bojanowski, P., & Joulin, A. (2020). Unsupervised learning of visual features 

by contrasting cluster assignments. Advances in neural information processing systems, 33, 9912-9924.

max
𝑊𝑐

𝑇𝑟 𝑊𝑐
𝑇𝑀𝑐

𝑇𝑍𝑐 + 𝜖𝑅(𝑊𝑐)

𝑠. 𝑡. , 𝑤𝑐,1 +𝑤𝑐,2 + 𝑤𝑐,3 = 1
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CIDER와비슷하게 class prototype를기준으로그클래스에해당하는embedding vector를모아주는compactness loss 존재

한클래스내에서각prototype의할당계수에따라가중치를부여하여좀더비슷한prototype으로이동하도록설계

CIDER PALM

vs

Weighted 
pull

pull

𝑳𝒄𝒐𝒎𝒑 = −
𝟏

𝑵
෍

𝒊=𝟏

𝑵

𝐥𝐨𝐠
σ𝒌=𝟏
𝑲 𝒘𝒊,𝒄,𝒌 𝐞𝐱𝐩(𝝁𝒄 𝒊 ,𝒌

𝑻 , 𝒛𝒊/𝝉)

σ𝒋=𝟏
𝑪 σ𝒌′=𝟏

𝑲 𝒘𝒊,𝒋,𝒌′ 𝐞𝐱𝐩(𝝁𝒋,𝒌′
𝑻 𝒛𝒊/𝝉)

𝑤𝑐,1

𝑤𝑐,3

𝑤𝑐,2

𝜇𝑐,1

𝜇𝑐,2

𝜇𝑐,3

𝑳𝒄𝒐𝒎𝒑 = −
𝟏

𝑵
෍

𝒊=𝟏

𝑵

𝐥𝐨𝐠
𝐞𝐱𝐩(𝝁𝒄 𝒊

𝑻 𝒛𝒊/𝝉)

σ𝒋=𝟏
𝑪 𝐞𝐱𝐩(𝝁𝒋

𝑻𝒛𝒊/𝝉)
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또한, 서로다른클래스prototype 사이는밀어내면서,  같은클래스내prototype들은당겨주는 contrastive loss 설계

CIDER PALM

vs

𝑳𝒑𝒓𝒐𝒕𝒐−𝒄𝒐𝒏𝒕𝒓𝒂

= −
𝟏

𝑪𝑲
෍

𝒄=𝟏

𝑪

෍

𝒌=𝟏

𝑲

𝐥𝐨𝐠
σ𝒌′=𝟏
𝑲 𝟏 𝒌′ ≠ 𝒌 𝒆

𝝁𝒄,𝒌
𝑻 𝝁

𝒄,𝒌′
/𝝉

σ𝒄′=𝟏
𝑪 σ𝒌′′=𝟏

𝑲 𝟏 𝒌′′ ≠ 𝒌 𝒆𝝁𝒄,𝒌
𝑻 𝝁𝒄′,𝒌′′/𝝉

𝑳𝒅𝒊𝒔 =
𝟏

𝑪
෍

𝒊=𝟏

𝑪

𝐥𝐨𝐠
𝟏

𝑪 − 𝟏
෍

𝒋=𝟏

𝑪

𝟏 𝒋 ≠ 𝒊 𝒆𝝁𝒊
𝑻𝝁𝒋/𝝉

Push pull

Push

pull

anchor
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pull

Push

pull

anchor

Weighted 
pull

𝑤𝑐,1

𝑤𝑐,3

𝑤𝑐,2

𝜇𝑐,1

𝜇𝑐,2

𝜇𝑐,3

Prototype-Sample Compactness Prototype-Prototype Compactness & Dispersion

𝐿𝑃𝐴𝐿𝑀 = 𝐿𝑐𝑜𝑚𝑝 + 𝜆𝐿𝑝𝑟𝑜𝑡𝑜−𝑐𝑜𝑛𝑡𝑟𝑎
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CIDER PALM

vs

Single vMF

Single vMF

Single vMF

Mixture of vMF

Mixture of vMF
Mixture of vMF
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